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Definition



A Synthetic Showcase ✨



Prompt Structure

A typical prompt usually has:

- Role
- Context
- Input
- Output Format
- Examples (optional)



Visual Prompt

Article: Instruction-ViT: Multi-Modal Prompts for 
Instruction Learning in ViT



Instruction-driven 
Supervised 
Learning



Textual Instruction Categories



Instruction fine-tuning



Answered Questions
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What things does pre-training learn?

• Stanford University is located in __________, California. [Trivia]

• I put ___ fork down on the table. [syntax]

• The woman walked across the street, checking for traffic over ___ shoulder. [coreference]

• I went to the ocean to see the fish, turtles, seals, and _____. [lexical semantics/topic]

• Overall, the value I got from the two hours watching it was the sum total of the popcorn

and the drink. The movie was ___. [sentiment]

• Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his

destiny. Zuko left the ______. [some reasoning – this is harder]

• I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ____ [some basic

arithmetic; they don’t learn the Fibonnaci sequence]
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Chain-of-Thought Prompting Elicits Reasoning in LLMs



Chain-of-Thought Prompting Elicits Reasoning in LLMs



Context examples

Chain of thoughts are then 
followed by an 
unanswered question



Solving (Challenging) Math 
Problems
- Chain of thoughts yield performance gains 
on models of ~100B parameters

- Smaller models worsen

- Best improvement on more-complicated 
problems (GSM8K), compared to easier ones 
(solvable in a single step), where 
improvements were either negative or very 
small.



Commonsense Reasoning

QAs’ target skills:

CSQA: commonsense, prior knowledge

StrategyQA: multi-hop strategy

Tasks without training set:

Date Understanding: inferring a date, given a 
context

Sports Understanding: plausibility of a 
sport-related sentence

SayCan: mapping instruction to robot actions 
from a discrete set



Symbolic Reasoning

Tasks:

1. Letter concatenation

Concatenate last letters in name

2. Coin flip

Tell the state of a coin after being 
flipped (or not) by people



Correct Chain of Thought Analysis

49/50 chains of thought from LaMDA 137B correct answers in the GSM8K dataset

5 of which had imperfections:

- Underspecified statements.
- Correct but unrelated statement
- Imperfect equation with omitted steps (still understandable)
- Correct math, inverted semantics



Why such good results?

(Likely) it is hard to arrive at the correct final answer by coincidence for free 
response questions. 

For multiple choice or binary classification, correct answer via an incorrect 
reasoning path was (more) probable (e.g., all the evaluated commonsense 
reasoning datasets).



Correct by chance examples



Error types of 50 sampled incorrect outputs

Calculator error only: 8%

Solution: an external calculator (Cobbe et al. (2021))

Symbol mapping error: 16%

One step missing error:  22%

Missing an additional reasoning step

GSM8K dataset

LaMDA 137B model



An easy fix in PaLM: scale up!



Incorrect examples



Think!
but with no clues



It has to 
be a joke



But it isn’t



Humankind are still needed



Is a bigger model 
necessarily better?





Task Template



How SUP-NATINST dataset compares

A LOT of tasks, negative examples, multilingual, and public



Diversity of tasks types, languages, and domains

• task type: nature of the input to 
output mapping 

(question answering, classification, etc.)

• language: language(s) of the 
instances.

• domain: the domain(s) to which the 
text of the tasks belong to 

(politics, medicine, dialogue, etc.)
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The little InstructGPT killer 



Jack of all trades and the best apprentice of all





Tasks? More. Instances? Enough. Params? YES



Instruction encodings test

Some instruction elements are distractions at best





As simple as that



And Performant





Seq2Seq Task Structure

Task Instruction provides a detailed guide on how to extract the relevant information from the 
input text and produce the desired output structure. It includes information such as the type of 
information to be extracted, the format of the output structure, and any additional constraints or 
rules that need to be followed during the extraction process. The task instruction acts as a bridge 
between the raw input text and the structured output representation, enabling the model to 
understand the extraction task and generate accurate and meaningful output.

Options are the output label constraints for a task, which represent the set of possible outputs 
that can be generated by the model for a given input. These label constraints are specific to each 
task and provide information on how to map the predicted outputs to the corresponding semantic 
concepts. For instance, in NER, options could be entity tags such as person, organization, 
location, … .



Task instructions



PiVe



The Verifier Module

A smaller fine-tuned LM, which responds “correct” on good LLM output.

Its data is generated by perturbing semantic graphs using two methods:

- Random: drop a triple
- Heuristic: drop a random triple if its subject or object is not present



Iterative Prompting

- Online: help LLM with one more missed triple
- Offline: one api call and



Showcase



An easy upgrade



An easy upgrade, even for GPT3



Not many iterations



Choosing the right prompt

Prompt 1: Transform the text into a semantic graph.

Prompt 2: Transform the text into a semantic graph consisting of a set of triples. 
Generate as many triples as possible.

Prompt 3: Trans- form the text into a semantic graph consisting of a set of triples. 
First produce all relations possible, then produce the graph.



GenWiki-HIQ

Iterative augmentation of GenWiki using WebNLG dataset verifier.

Evaluation of dataset?

Flan-T5-XL prompt: “Transform the semantic graph into a description”

Calculate output similarity with the main text



Problems of instruction fine-tuning evaluation

- What is right?
- How right is it?



An evaluation method



RL to the rescue (Instruct GPT)

We may not be able to assign a proper score to outputs, but we can simply 
compare the results and improve our system -> Reward system



Conclusion



Thank you!



References

- Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
- Large Language Models are Zero-Shot Reasoners
- SUPER-NATURALINSTRUCTIONS: Generalization via Declarative Instructions on 

1600+ NLP Tasks
- InstructUIE: Multi-task Instruction Tuning for Unified Information Extraction
- PiVe: Prompting with Iterative Verification Improving Graph-based Generative 

Capability of LLMs
- A Comprehensive Survey on Instruction Following
- Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT
- CS224N/Ling284 Course


